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Welcome

Welcome to the Torque 6.1.0 Administrator Guide.
This guide is intended as a reference for system administrators.
For more information about this guide, see these topics:

o Torgue Administrator Guide Overview

« Introduction
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Torque Administrator Guide Overview

Chapter 1 Introduction on page 5 provides basic introduction information to
help you get started using Torque.

Chapter 2 Overview on page 9 provides the details for installation and
initialization, advanced configuration options, and (optional) gmgr option
necessary to get the system up and running. System testing is also covered.

Chapter 3 Submitting and Managing Jobs on page 69 covers different actions
applicable to jobs. The first section details how to submit a job and request
resources (nodes, software licenses, and so forth), and provides several
examples. Other actions include monitoring, canceling, preemption, and
keeping completed jobs.

Chapter 4 Managing Nodes on page 111 covers administrator tasks relating to
nodes, which include the following: adding nodes, changing node properties,
and identifying state. Also an explanation of how to configure restricted user
access to nodes is covered in Host Security.

Chapter 5 Setting Server Policies on page 127 details server-side
configurations of queue and high availability.

Chapter 6 Integrating Schedulers for Torqgue on page 149 offers information
about using the native scheduler versus an advanced scheduler.

Chapter 7 Configuring Data Management on page 151 deals with issues of data
management. For non-network file systems, SCP Setup details setting up SSH
keys and nodes to automate transferring data. NFS and Other Networked
Filesystems covers configuration for these file systems. This chapter also
addresses the use of file staging using the stagein and stageout directives of
the gsub command.

Chapter 8 MPI (Message Passing Interface) Support on page 157 offers details
supporting MPI.

Chapter 9 Resources on page 161 covers configuration, utilization, and states
of resources.

Chapter 10 Accounting Records on page 165 explains how jobs are tracked by
Torque for accounting purposes.

Chapter 11 Job Logging on page 167 explains how to enable job logs that
contain information for completed jobs.

Chapter 12 NUMA and Torgue on page 169 provides a centralized location for
information on configuring Torque for NUMA systems.

Chapter 13 Troubleshooting on page 199 is a guide that offers help with
general problems. It includes FAQ and instructions for how to set up and use
compute node checks. It also explains how to debug Torque.

2 | Torque Administrator Guide Overview
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The appendices provide tables of commands, parameters, configuration
options, error codes, the Quick Start Guide, and so forth.

e Commands Overview on page 223

o« Server Parameters on page 309

« Node Manager (MOM) Configuration on page 335

« Diagnostics and Error Codes on page 357

« Considerations Before Upgrading on page 365
o Large Cluster Considerations on page 367

« Prologue and Epilogue Scripts on page 375

e Running Multiple Torgue Servers and MOMs on the Same Node on page

385
o Security Overview on page 387

« Job Submission Filter ("gsub Wrapper") on page 389

o "torgue.cfg" Configuration File on page 391
e Torque Quick Start Guide on page 397
« BLCR Acceptance Tests on page 401

o« Queue Attributes on page 409

Related Topics

Introduction

Torque Administrator Guide Overview |
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Chapter 1 Introduction

This section contains some basic introduction information to help you get
started using Torque. It contains these topics:

« Whatis a Resource Manager?

« What are Batch Systems?

« Basic Job Flow

What is a Resource Manager?

While Torque has a built-in scheduler, pbs sched, itis typically used solely as a
resource manager with a scheduler making requests to it. Resources managers
provide the low-level functionality to start, hold, cancel, and monitor jobs.
Without these capabilities, a scheduler alone cannot control jobs.

What are Batch Systems?

While Torque is flexible enough to handle scheduling a conference room, itis
primarily used in batch systems. Batch systems are a collection of computers
and other resources (networks, storage systems, license servers, and so forth)
that operate under the notion that the whole is greater than the sum of the
parts. Some batch systems consist of just a handful of machines running
single-processor jobs, minimally managed by the users themselves. Other
systems have thousands and thousands of machines executing users' jobs
simultaneously while tracking software licenses and access to hardware
equipment and storage systems.

Pooling resources in a batch system typically reduces technical administration
of resources while offering a uniform view to users. Once configured properly,
batch systems abstract away many of the details involved with running and
managing jobs, allowing higher resource utilization. For example, users
typically only need to specify the minimal constraints of a job and do not need
to know the individual machine names of each host on which they are running.
With this uniform abstracted view, batch systems can execute thousands and
thousands of jobs simultaneously.

Batch systems are comprised of four different components: (1) Master Node,
(2) Submit/Interactive Nodes, (3) Compute Nodes, and (4) Resources.

Master Node A batch system will have a master node where pbs_server runs. Depending on the needs of
the systems, a master node may be dedicated to this task, or it may fulfill the roles of other
components as well.
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Submit/Interactive Submit or interactive nodes provide an entry point to the system for users to manage their

Nodes workload. For these nodes, users are able to submit and track their jobs. Additionally, some
sites have one or more nodes reserved for interactive use, such as testing and troubleshoot-
ing environment problems. These nodes have client commands (such as gsub and ghold).

Computer Nodes Compute nodes are the workhorses of the system. Their role is to execute submitted jobs.
On each compute node, pbs_mom runs to start, kill, and manage submitted jobs. It com-
municates with pbs_server on the master node. Depending on the needs of the systems, a
compute node may double as the master node (or more).

Resources Some systems are organized for the express purpose of managing a collection of resources
beyond compute nodes. Resources can include high-speed networks, storage systems,
license managers, and so forth. Availability of these resources is limited and needs to be
managed intelligently to promote fairness and increased utilization.

Basic Job Flow

The life cycle of a job can be divided into four stages: (1) creation, (2)
submission, (3) execution, and (4) finalization.

Creation Typically, a submit script is written to hold all of the parameters of a job. These parameters could
include how long a job should run (walltime), what resources are necessary to run, and what to
execute. The following is an example submit file:
| #PBS -N localBlast
| #PBS -S /bin/sh
| #PBS -1 nodes=1l:ppn=2,walltime=240:00:00
| #PBS -M user@my.organization.com
:#PBS -m ea
| source ~/.bashrc

I

I

I

cd $HOME/work/dir
sh myBlast.sh -i -v

This submit script specifies the name of the job (localBlast), what environment to use (/bin/sh),
that it needs both processors on a single node (nodes=1:ppn=2), that it will run for at most 10
days, and that Torque should email "user@my.organization.com" when the job exits or aborts.
Additionally, the user specifies where and what to execute.

Submission Ajob is submitted with the qsub command. Once submitted, the policies set by the administration
and technical staff of the site dictate the priority of the job and therefore, when it will start execut-
ing.

Execution Jobs often spend most of their lifecycle executing. While a job is running, its status can be queried
with gstat.
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Finalilzation When a job completes, by default, the stdout and stderr files are copied to the directory
where the job was submitted.
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Chapter 2 Overview

This section contains some basic information about Torque, including how to
install and configure it on your system. For details, see these topics:

o Torque Installation Overview

« Initializing/Configuring Torque on the Server (pbs server)

« Advanced Configuration

« Manual Setup of Initial Server Configuration

« Server Node File Configuration

« Testing Server Configuration

« Configuring Torque for NUMA Systems
o Torque Multi-MOM

Torque Installation Overview

This section contains information about Torque architecture and explains how
to install Torque. It also describes how to install Torque packages on compute
nodes and how to enable Torque as a service.

For details, see these topics:
« Torque Architecture

« Installing Torgue Resource Manager

« Compute Nodes

« Enabling Torque as a Service

Related Topics
Troubleshooting

Torque Architecture

A Torque cluster consists of one head node and many compute nodes. The
head node runs the pbs server daemon and the compute nodes run the pbs mom
daemon. Client commands for submitting and managing jobs can be installed
on any host (including hosts not running pbs_server or pbs_mom).

The head node also runs a scheduler daemon. The scheduler interacts with
pbs_server to make local policy decisions for resource usage and allocate
nodes to jobs. A simple FIFO scheduler, and code to construct more advanced

Torque Installation Overview |
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schedulers, is provided in the Torque source distribution. Most Torque users
choose to use a packaged, advanced scheduler such as Maui or Moab.

Users submit jobs to pbs_server using the gsub command. When pbs_server
receives a new job, it informs the scheduler. When the scheduler finds nodes
for the job, it sends instructions to run the job with the node list to pbs_server.
Then, pbs_server sends the new job to the first node in the node list and
instructs it to launch the job. This node is designated the execution host and is
called Mother Superior. Other nodes in a job are called sister MOMs.

Related Topics

Torque Installation Overview

Installing Torque Resource Manager

Installing Torque Resource Manager

A If you intend to use Torque Resource Manager 6.1.0 with Moab Workload
Manager, you must run Moab version 8.0 or later. However, some Torque
functionality may not be available. See Compatibility Requirements in the

Moab HPC Suite Release Notes for more information.

This topic contains instructions on how to install and start Torque Resource
Manager (Torque).

O ror Cray systems, Adaptive Computing recommends that you install Moab
and Torque Servers (head nodes) on commodity hardware (not on Cray
compute/service/login nodes).

However, you must install the Torque pbs_mom daemon and Torque
client commands on Cray login and "mom" service nodes since the pbs_
mom must run on a Cray service node within the Cray system so it has
access to the Cray ALPS subsystem.

See Installation Notes for Moab and Torque for Cray in the Moab Workload
Manager Administrator Guide for instructions on installing Moab and
Torque on a non-Cray server.

. J

In this topic:

e Requirementsonpage 11

« Open Necessary Ports on page 12

« Install Dependencies, Packages, or Clients on page 12

o Install Torque Server on page 14
« Install Torqgue MOMs on page 16

10 | Torque Installation Overview


http://documentation.ac/newman/releaseNotes/help.htm#topics/releaseNotes/installationAndUpgrade.htm#Compatibility

Chapter 2 Overview

« Install Torque Clients on page 19

« Configure Data Management on page 20

Requirements

In this section:
« Supported Operating Systemson page 11
« Software Requirementsonpage 11

Supported Operating Systems
« Cent0S 6.X%, 7.x
« RHEL6.X%, 7.x
« Scientific Linux 6.%, 7.x
o SUSE Linux Enterprise Server 11, 12

Software Requirements
. libxml2-devel package (package name may vary)
. openssl-devel package (package name may vary)

« Tcl/Tk version 8 or later if you plan to build the GUI portion of Torque, or
use a Tcl-based scheduler

« cpusets and cgroups

cgroups are supported and cpusets are handled by the cgroup cpuset
subsystem.

© 1tis recommended that you use --enable-cgroups instead of
--enable-cpuset. --enable-cpuset is deprecated and no new features
will be added to it.

o boost version: 1.41 or later

o libcgroup version: Red Hat-based systems must use libcgroup
version 0.40.rc1-16.el6 or later; SUSE-based systems need to use a
comparative libcgroup version.

o libhwloc version: 1.9.1 is the minimum supported, however NVIDIA
K80 requires libhwloc 1.11.0. Instructions for installing hwloc are
provided as part of the Torque Resource Manager install or upgrade
instructions.

« if you build Torque from source (i.e. clone from github), the following
additional software is required:

Torque Installation Overview |
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o gcc

o

gcc-c++

[e]

posix-compatible version of make
libtool 1.5.22 or later
boost-devel 1.36.0 or later

o

o

© Red Hat 6-based systems come packaged with 1.41.0 and Red
Hat 7-based systems come packaged with 1.53.0. If needed,
use the --with-boost-path=DIR option to change the packaged
boost version. See Customizing the Install on page 35 for more

~

information.

.

Open Necessary Ports

Torque requires certain ports to be open for essential communication.

If your site is running firewall software on its hosts, you will need to configure

the firewall to allow connections to the necessary ports.

Location When
Needed

Torque 15001 Torque Client and MOM communication to Always
Server Torque Server
Host
Torque 15002 Torque Server communication to Torque Always
MOM Host MOMs
(Compute
Nodes)
Torque 15003 Torque MOM communication to other Torque Always
MOM Host MOMs
(Compute
Nodes)
See also:

o Opening Portsin a Firewall on page 50 for general instructions and an

example of how to open ports in the firewall.

« Configuring Ports on page 26 for more information on how to configure

the ports that Torque uses for communication.

Install Dependencies, Packages, or Clients
In this section:

Torque Installation Overview
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« Install Packages on page 13
« Install hwlocon page 13

Install Packages

On the Torque Server Host, use the following commands to install the
libxml2-devel, openssl-devel, and boost-devel packages.

« Red Hat 6-based or Red Hat 7-based systems

o ——————————————

r
I [root]# zypper install libopenssl-devel libtool libxml2-devel boost-devel gcc gcc-c++ |
| make gmake I
\

Install hwloc

Using "yum install hwloc" for Red Hat-based systems or "zypper install
hwloc" for SUSE-based systems may install an older, non-supported
version.

When cgroups are enabled (recommended), hwloc version 1.9.1 or lateris
required. NVIDIA K80 requires libhwloc 1.11.0.

The following instructions are for installing version 1.9.1.
Do the following:

1. Onthe Torque Server Host, each Torque MOM Host, and each Torque Client
Host, do the following:

a. Download hwloc-1.9.1.tar.gz from https://www.open-
mpi.org/software/hwloc/v1.9.

b. Run each of the following commands in order.
« Red Hat 6-based or Red Hat 7-based systems

[root]# yum install gcc make

[root]# tar -xzvf hwloc-1.9.l1l.tar.gz
[root]# cd hwloc-1.9.1.tar.gz
[
[
[

root]# ./configure
root] # make
root]# make install

o SUSE 11-based or SUSE 12-based systems

Torque Installation Overview |
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: [root]# zypper install gcc make j
| [root]# tar -xzvf hwloc-1.9.1.tar.gz :
: [root]# cd hwloc-1.9.1l.tar.gz |
| [root]# ./configure '
| [root]# make |
l [root]# make install :

2. For SUSE 11- based systems, run the following commands on the Torque
Server Host, each Torque MOM Host, and each Torque Client Host.

| [root]# echo /usr/local/lib >/etc/ld.so.conf.d/hwloc.conf
| [root]# ldconfig |

___________________________________________________________________________ J
3. For SUSE 12- based systems, run the following commands on the Torque

Server Host only.

{ [root]# echo /usr/local/lib >/etc/ld.so.conf.d/mwloc.conf :

| [root]# ldconfig J

Install Torque Server

© You must com plete the prerequisite tasks and the tasks to install the
dependencies, packages, or clients before installing Torque Server. See _
Installing Torque Resource Manager on page 10 and Install
Dependencies, Packages, or Clients on page 12.

On the Torque Server Host, do the following:

1. Download the latest 6.1.0 build from the Adaptive Computing website. It can
also be downloaded via command line (github method or the tarball
distribution).

« Clone the source from github.

i B gitis not installed:

# Red Hat 6-based or Red Hat 7-based systems
[root]# yum install git

SUSE ll-based or SUSE 1l2-based systems
root]# zypper install git

——————

— H=

B e e e e e ——————,—,—,—,,,,———_———

: [root]# git clone https://github.com/adaptivecomputing/torque.git -b 6.1.0 6.1.0 }
| [root]# cd 6.1.0 |
| [rootl# ./autogen.sh 1

14 | Torque Installation Overview
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« Getthe tarball source distribution.
o Red Hat 6-based or Red Hat 7-based systems

{ [root]# yum install wget

: [root]# wget http://www.adaptivecomputing.com/download/torque/torque-
I 6.1.0.tar.gz -0 torque-6.1.0.tar.gz

: [root]# tar -xzvf torque-6.1.0.tar.gz

{ [root]# cd torque-6.1.0/ J

{ [root]# zypper install wget

: [root]# wget http://www.adaptivecomputing.com/download/torque/torque-
: 6.1.0.tar.gz -0 torque-6.1.0.tar.gz

| [rootl# tar -xzvf torque-6.1.0.tar.gz

{ [root]# cd torque-6.1.0/ J

Depending on your system configuration, you will need to add ./configure
command options.

At a minimum, you add:
« --enable-cgroups

« --with-hwloc-path=/usr/local See Requirements on page 11 for more
information.

0 These instructions assume you are using cgroups. When cgroups are
supported, cpusets are handled by the cgroup cpuset subsystem. If you
are not using cgroups, use --enable-cpusets instead.

- J

© ror SUSE 12-based systems only. If --enable-gui is part of your
configuration, do the following:

: $ cd /usr/lib64 |
I $ In -s libXext.so0.6.4.0 libXext.so :
: $ 1In -s libXss.so.l libXss.so I

When finished, cd back to your install directory.

- J

See Customizing the Install on page 35 for more information on which
options are available to customize the ./configure command.

Run each of the following commands in order.

: [root]# ./configure --enable-cgroups --with-hwloc-path=/usr/local # add any other
| specified options
| [root]# make

: [root]# make install

. _____ __ ___ _____________ ______________ _____ _ __ ___ _ ___ __

4. Source the appropriate profile file to add /usr/local/bin and

/usr/local/sbin to your path.

Torque Installation Overview |
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e

e

6. Add nodesto the /var/spool/torque/server priv/nodes file. See
Specifying Compute Nodes on page 25 for information on syntax and
options for specifying compute nodes.

7. Configure pbs_server to start automatically at system boot, and then start
the daemon.

« Red Hat 6-based systems
{ [rootl# chkeonfig --add pbs_server T :
| [rootl# service pbs server restart !

I' [root]# gterm :
I [root]# systemctl enable pbs server.service I
,' [root]# systemctl start pbs server.service JI

. ______ __ ____ __ __ ____—______ ____________ _____________

I [root]# chkconfig --add pbs server :
| [rootl# service pbs server restart 1

I' [root]# gterm :
I [root]# systemctl enable pbs server.service |
,' [root]# systemctl start pbs server.service J

Install Torque MOMSs

In mostinstallations, you will install a Torque MOM on each of your compute
nodes.

0 See Specifying Compute Nodes or Configuring Torque on Compute Nodes
for more information.

Do the following:
1. Onthe Torque Server Host, do the following:

a. Create the self-extracting packages that are copied and executed on your
nodes.

16 | Torque Installation Overview
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[root]# ma
Building
Building
Building
Building
Building
Done.

ke packages

./torque-package-clients-linux-x86 64.sh ...
./torque-package-mom-linux-x86 64.sh ...
./torque-package-server-linux-x86 64.sh ...
./torque-package-gui-linux-x86 64.sh ...
./torque-package-devel-linux-x86 64.sh ...

The package files are self-extracting packages that can be copied and executed
on your production machines. Use --help for options.

b. Copy the self-extracting MOM packages to each Torque MOM Host.

Adaptive Computing recommends that you use a remote shell, such as
SSH, to install packages on remote systems. Set up shared SSH keys if
you do not want to supply a password for each Torque MOM Host.

c. Copy the pbs_mom startup script to each Torque MOM Host.
. Red Hat 6-based systems

© Not all sites see an inherited ulimit but those that do can change the

ulimit

in the pbs_mom init script. The pbs_mom init script is

responsible for starting and stopping the pbs_mom process.

2. For a Red Hat 6-based system or a SUSE 11-based system, on each Torque

MOM Host, confirm that cgroups have been mounted; if not, mount them.

a. Runssubsys-am.

b. Ifthe command is not found, or you do not see something similar to the

following,

then cgroups are not mounted, continue with these

instructions.

Torque Installation Overview
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ns

perf event

net prio

cpuset /cgroup/cpuset
cpu /cgroup/cpu

cpuacct /cgroup/cpuacct
memory /cgroup/memory
devices /cgroup/devices
freezer /cgroup/freezer
net cls /cgroup/net cls
blkio /cgroup/blkio

________________________________________________________________________ J
c. For Red Hat 6-based systems, install the cgroup library package and

mount cgroups.

[ [root]# yum install libegrowp T )

{ [root]# service cgconfig start J
d. For SUSE 11-based systems, do the following:

i. Install the cgroup library package.

{ [rootl# zypper install libcgrowpl 7 ]

ii. Edit/etc/cgconfig.conf and add the following:

i )
i I
I devices = /mnt/cgroups/devices; :
: cpuset = /mnt/cgroups/cpuset; I
: cpu = /mnt/cgroups/cpu;

| cpuacct = /mnt/cgroups/cpuacct; :
: memory = /mnt/cgroups/memory; I
i I

iii. Mount cgroups.

I [root]# service cgconfig start }
e. Runlssubsys-am again and confirm cgroups are mounted.
3. Oneach Torque MOM Host, do the following:
a. For Red Hat 7-based or SUSE 12-based systems, install cgroup-tools.
« Red Hat 7-based systems
{ (rootl# yum install libegrowp-tools
« SUSE 12-based systems
{ (rootl# zypper install libegrowp-tools
b. Install the self-extracting MOM package
{ (rootl# ./torque-package-mom-linux-x86 64.sh --install |
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c. Configure pbs_mom to start at system boot, and then start the daemon.
« Red Hat 6-based systems

[root]# chkconfig --add pbs mom [

I
|
{ [root]# service pbs mom start

[root]# systemctl enable pbs mom.service [

I
I
{ [root]# systemctl start pbs mom.service

[root]# chkconfig --add pbs mom [

|
|
{ [root]# service pbs mom start

[root]# systemctl enable pbs mom.service [

I
I
{ [root]# systemctl start pbs mom.service

Install Torque Clients

If you want to have the Torque client commands installed on hosts other than
the Torque Server Host (such as the compute nodes or separate login nodes),
do the following:

1. Onthe Torque Server Host, do the following:
a. Copy the self-extracting client package to each Torque Client Host.

i ] Adaptive Computing recommends that you use a remote shell, such
as SSH, to install packages on remote systems. Set up shared SSH
keys if you do not want to supply a password for each Torque Client
Host.

b. Copy the trgauthd startup script to each Torque Client Host.
« Red Hat 6-based systems

root]# scp contrib/systemd/trgauthd.service <torque-client-
ost>:/usr/lib/systemd/system/

5 —

o SUSE 11-based systems

Torque Installation Overview |
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|' [root]# scp contrib/init.d/suse.trgauthd <torque-client- |
{ host>:/etc/init.d/trgqauthd i

|' [root]# scp contrib/systemd/trgauthd.service <torque-client- |
{ host>:/usr/lib/systemd/system/ I

. _ _____ _ __ ____ __ ________ __ __ _ -~

Configure Data Management

When a batch job completes, stdout and stderr files are generated and placed
in the spool directory on the master Torque MOM Host for the job instead of the
submit host. You can configure the Torque batch environment to copy the
stdout and stderr files back to the submit host. See Configuring Data
Management for more information.

Compute Nodes

Use the Adaptive Computing Torque package system to create self-extracting
tarballs which can be distributed and installed on compute nodes. The Torque
packages are customizable. See the I1NSTALL file for additional options and
features.

~

Li B; you installed Torque using the RPMs, you must install and configure your
nodes manually by modifying the /var/spool/torque/mom
priv/config file of each one. Thisfile is identical for all compute nodes
and can be created on the head node and distributed in parallel to all
systems.

Spbsserver headnode # hostname running pbs server
$logevent 225 # bitmap of which events to log
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To create Torque packages

1. Configure and make as normal, and then run make packages.

> make packages I

Building ./torque-package-clients-linux-i686.sh ...

Building ./torque-package-mom-linux-i1686.sh ... :

Building ./torque-package-server-linux-i686.sh ...

Building ./torque-package-gui-linux-i1686.sh ...

Building ./torque-package-devel-linux-i686.sh ...

Done. |
I
I
I
I

The package files are self-extracting packages that can be copied and executed on
your production machines. Use --help for options.

e e e
I > cp torque-package-mom-linux-1686.sh /shared/storage/ i
: > cp torque-package-clients-linux-i686.sh /shared/storage/

3. Install the Torque packages on the compute nodes.

Adaptive Computing recommends that you use a remote shell, such as SSH,
to install Torque packages on remote systems. Set up shared SSH keys if
you do not want to supply a password for each host.

O The only required package for the compute node is mom-linux.
Additional packages are recommended so you can use client
commands and submit jobs from compute nodes.

The following is an example of how to copy and install mom-linuxin a
distributed fashion.

: > for i in nodeO0l node02 node03 node04 ; do scp torque-package-mom-linux-i686.sh :
| ${i}:/tmp/. ; done |
: > for i in node0l node02 node03 nodel04 ; do scp torque-package-clients-linux- {
| 1686.sh ${i}:/tmp/. ; done :
: > for i in nodeOl node02 node03 node04 ; do ssh ${i} /tmp/torque-package-mom-linux- |
| 1686.sh —--install ; done :
: > for i in node0l node02 node03 node04 ; do ssh ${i} /tmp/torque-package-clients- I
| linux-i686.sh —-install ; done :
: > for i in node0l node02 node03 node04 ; do ssh ${i} ldconfig ; done I

Alternatively, you can use a tool like XCAT instead of dsh.

To use a tool like xCAT
1. Copy the Torque package to the nodes.

e

: > prcp torque-package-linux-1686.sh noderange:/destinationdirectory/ |

e e e e e e e e e e e e e e e e o e e e e e et

Although optional, itis possible to use the Torque server as a compute node
and install a pbs mom with the pbs server daemon.
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Related Topics

Installing Torque Resource Manager

Torque Installation Overview

Enabling Torque as a Service

0 Enabling Torque as a service is optional. In order to run Torque as a
service, you must enable trgauthd. (see Configuring trgauthd for Client
Commands).

The method for enabling Torque as a service is dependent on the Linux variant
you are using. Startup scripts are provided in the contrib/init.d/ or
contrib/systemd/ directory of the source package. To enable Torque as a
service, run the following as root on the host for the appropriate Torque
daemon:

« Red Hat 6-based systems

cp contrib/init.d/pbs mom /etc/init.d/pbs_mom
chkconfig --add pbs mom

cp contrib/init.d/pbs server /etc/init.d/pbs_server
chkconfig --add pbs server

> cp contrib/init.d/suse.pbs mom /etc/init.d/pbs mom

> insserv -d pbs mom

> cp contrib/init.d/suse.pbs server /etc/init.d/pbs server
> insserv -d pbs server

cp contrib/systemd/pbs mom.service /user/lib/systemd/pbs server.service
systemctl enable pbs mom.service

cp contrib/systemd/pbs_server.service /user/lib/systemd/pbs server.service
systemctl enable pbs server.service

[0 You will need to customize these scripts to match your system.

These options can be added to the self-extracting packages. For more details,
see the INSTALL file.

Related Topics

Torque Installation Overview

Installing Torque Resource Manager

Configuring trgauthd for Client Commands
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Initializing/Configuring Torque on the Server (pbs_

server)

The Torque server (pbs_server) contains all the information about a cluster. It
knows about all of the MOM nodes in the cluster based on the information in the
TORQUE HOME/server priv/nodes file (See Configuring Torque on Compute
Nodes). It also maintains the status of each MOM node through updates from
the MOMs in the cluster (see pbsnodes). All jobs are submitted via gsub to the
server, which maintains a master database of all jobs and their states.

Schedulers such as Moab Workload Manager receive job, queue, and node
information from pbs_server and submit all jobs to be run to pbs_server.

The server configuration is maintained in a file named serverdb, located in
TORQUE HOME/server priv. The serverdb file contains all parameters
pertaining to the operation of Torque plus all of the queues which are in the
configuration. For pbs server to run, serverdb must be initialized.

You can initialize serverdb in two different ways, but the recommended way is
to use the . /torque.setup script:

« Asroot, execute . /torque.setup from the build directory (see
.Jtorque.setup).

« Use pbs server -t create (see pbs_server -t create).

Restart pbs server after initializing serverdb.
« Red Hat 6-based or SUSE 11-based systems

I'> gterm |

| > service pbs server start |
. T ———— J

I'> gterm |
| > systemctl start pbs server.service I

.Jtorque.setup

The torque.setup scriptuses pbs server -t create to initialize serverdb
and then adds a user as a manager and operator of Torque and other
commonly used attributes. The syntax is as follows:

/torque.setup username
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> ./torque.setup ken
> gmgr -c 'p s'

#

# Create queues and set their attributes.

#

#

# Create and define queue batch

#

create queue batch

set queue batch queue type = Execution

set queue batch resources default.nodes = 1

set queue batch resources default.walltime = 01:00:00

set queue batch enabled = True
set queue batch started = True
#

# Set server attributes.

#

set server scheduling = True

set server acl hosts = kmn

set server managers = ken@kmn
set server operators = ken@kmn
set server default queue = batch
set server log events = 511

set server mail from = adm

set server node check rate = 150
set server tcp timeout = 6

set server mom job sync
set server keep complete

True
300

Q. |l
I

pbs_server -t create

The -t create option instructs pbs server to create the serverdb file and
initialize it with a minimum configuration to run pbs server.

e — — ———————————————————

# Set server attributes.

set server acl hosts = kmn

set server log events = 511

set server mail from = adm

set server node check rate = 150

set server tcp timeout = 6 )

A single queue named batch and a few needed server attributes are created.

==

This section contains these topics:
« Specifying Compute Nodes

« Configuring Torque on Compute Nodes

« Finalizing Configurations
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Related Topics
Node Manager (MOM) Configuration

Advanced Configuration

Specifying Compute Nodes

The environment variable TORQUE_HOME holds the directory path where
configuration files are stored. If you used the default locations during
installation, you do not need to specify the TORQUE_HOME environment
variable.

The pbs server must recognize which systems on the network are its compute
nodes. Specify each node on a line in the server's nodes file. This file is located
at TORQUE_HOME/server priv/nodes.In mostcases, itis sufficient to
specify just the names of the nodes on individual lines; however, various
properties can be applied to each node.

[0 Only a root user can access the server priv directory. J

Syntax of nodes file:

S

« The node-name must match the hostname on the node itself, including
whether it is fully qualified or shortened.

« The [:ts] option marks the node as timeshared. Timeshared nodes are
listed by the server in the node status report, but the server does not
allocate jobs to them.

« The [np=] option specifies the number of virtual processors for a given
node. The value can be less than, equal to, or greater than the number of
physical processors on any given node.

. The [gpus=] option specifies the number of GPUs for a given node. The
value can be less than, equal to, or greater than the number of physical
GPUs on any given node.

. The node processor count can be automatically detected by the Torque
server if auto_node_np is set to TRUE. This can be set using this
command:

e o

Setting auto_node_np to TRUE overwrites the value of np setin TORQUE
HOME/server priv/nodes.

. The [properties] option allows you to specify arbitrary strings to identify
the node. Property strings are alphanumeric characters only and must
begin with an alphabetic character.
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. Commentlines are allowed in the nodes file if the first non-white space
character is the pound sign (#).

The following example shows a possible node file listing.
TORQUE HOME/server priv/nodes:

{ # Nodes 001 and 003-005 are cluster nodes :

(" I

: node001 np=2 cluster0l rackNumber22 :

[ I

: # node002 will be replaced soon

: node002:ts waitingToBeReplaced

| # node002 will be replaced soon :

| # |

: node003 np=4 cluster0l rackNumber24 :

: node004 cluster0l rackNumber25 |

| node005 np=2 cluster0l rackNumber26 RAMI16GB :

| node006 I

| node007 np=2

| node008:ts np=4

I
J

Related Topics

Initializing /Configuring Torque on the Server (pbs_server)

Configuring Torque on Compute Nodes

If you are using Torque self-extracting packages with default compute node
configuration, no additional steps are required and you can skip this section.

If installing manually, or advanced compute node configuration is needed, edit
the TORQUE_HOME /mom_priv/config file on each node. The recommended
settings follow.

TORQUE HOME/mom priv/config:

e

This file is identical for all compute nodes and can be created on the head node
and distributed in parallel to all systems.

Related Topics

Initializing /Configuring Torque on the Server (pbs_server)

Configuring Ports

You can optionally configure the various ports that Torque uses for
communication. Most ports can be configured multiple ways. The ports you can
configure are:
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« pbs server listening port

« pbs_mom listening port

e portpbs server uses to communicate to the pbs mom

o port pbs mom uses to communicate to the pbs server

« portclient commands use to communicate to the pbs server

« porttrgauthd uses to communicate to the pbs_server

i B3 you are running PBS Professional on the same system, be aware that it
uses the same environment variablesand /etc/services entries.

Configuring the pbs_server Listening Port
To configure the port the pbs server listens on, follow any of these steps:

. Setan environment variable called PBs BATCH SERVICE PORT to the port
desired. B B B

. Editthe /etc/services fileand setpbs port num/tcp.
. Startpbs server with the -p option.

o Red Hat 6-based or SUSE 11-based systems
o Edit /etc/sysconfig/pbs server.

| PBS_ARGS="-p" J

. _________

e ———————————

o Red Hat 7-based or SUSE 12-based systems
o Edit /etc/systemconfig/pbs server.

e ———————————

| PBS ARGS="-p" J
e e e e e e e e e e e e e e e e e e e e e e e e e e e e e o o o o o e o e e o o o e o e e e e e e e

e

[ .
| systemctl start pbs server.service )
Sy Sy Y Sy Sy p———

. Editthe sPBS HOME/server name file and change server name to
server name:<port num>
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o Startpbs server with the -1 option.
o Red Hat 6-based or SUSE 11-based systems
o Edit /etc/sysconfig/pbs server.

S

o ————————————

o Red Hat 7-based or SUSE 12-based systems
o Edit /etc/systemconfig/pbs server.

e — — — —————————

S

Configuring the pbs_mom Listening Port
To configure the port the pbs mom listens on, follow any of these steps:

« Setanenvironment variable called PBS MOM SERVICE PORT to the port
desired. - B

. Editthe /etc/services fileand setpbs mom port num/tcp.
« Startpbs mom with the -M option.
o Red Hat 6-based or SUSE 11-based systems

o Edit /etc/sysconfig/pbs mom.

e — ———————————

S

{ .
| service pbs mom start J
. -

o Red Hat 7-based or SUSE 12-based systems
o Edit /etc/systemconfig/pbs mom.

o ————————————

e — ———————————

. Editthe pbs_server nodes file to add mom service port=port num.
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Configuring the Port pbs_server Uses to Communicate with
pbs_mom

To configure the port the pbs server uses to communicate with pbs mom,
follow any of these steps:

. Setan environment variable called PBS MOM SERVICE PORT to the port
desired.

« Editthe /etc/services fileand setpbs mom port num/tcp.
« Startpbs mom with the -M option.
o Red Hat 6-based or SUSE 11-based systems
o Edit /etc/sysconfig/pbs mom.

S S v

| PBS ARGS="-M" i
e Y J

e

o Red Hat 7-based or SUSE 12-based systems
o Edit /etc/systemconfig/pbs mom.

e

| PBS ARGS="-M" )‘
N T

S S v

Configuring the Port pbs_mom Uses to Communicate with
pbs_server

To configure the port the pbs mom uses to communicate with pbs server,
follow any of these steps:

. Setan environment variable called PBS BATCH SERVICE PORT to the port
desired.

« Editthe /etc/services fileand setpbs port num/tcp.
« Startpbs mom with the -s option.
o Red Hat 6-based or SUSE 11-based systems

o Edit /etc/sysconfig/pbs mom.

S S v
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o Startthe service.

e — ———————————

o Red Hat 7-based or SUSE 12-based systems
o Edit /etc/systemconfig/pbs mom.

e — ———————————

S

« Editthe nodes file entry for that list: add mom service port=port num.

Configuring the Port Client Commands Use to Communicate
with pbs_server

To configure the port client commands use to communicate with pbs server,
follow any of these steps:

. Editthe /etc/services fileand setpbs port num/tcp.

» Editthe $PBS HOME/server name file and change server name to
server name:<port num>

Configuring the Port trqauthd Uses to Communicate with
pbs_server

To configure the port trgauthd uses to communicate with pbs server, do the
following:

. Editthe sPBS HOME/server name file and change server name to
server name:<port num>

Changing Default Ports

This section provides examples of changing the default ports (using non-
standard ports).

In this section:
« MOM Service Port on page 30

« Default Port on the Server on page 31

« MOM Manager Port on page 32

MOM Service Port

The MOM service port is the port number on which MOMs are listening. This
example shows how to change the default MOM service port (15002) to port

30 | Initializing/Configuring Torque on the Server (pbs_server)



Chapter 2 Overview

30001.
Do the following:
1. Onthe server, for the server_priv/nodes file, change the node entry.

P

2. Onthe MOM, start pbs mom with the -M option.

« Red Hat 6-based or SUSE 11-based systems
o Edit /etc/sysconfig/pbs mom.

- Red Hat 7-based or SUSE 12-based systems
o Edit /etc/systemconfig/pbs mom.

Default Port on the Server
Do the following:
1. Setthe $(TORQUE_HOME)/server_name file.

| hostname:newport
| numa3.ac:45001

N

2. Onthe MOM, start pbs mom with the -s option.
« Red Hat 6-based or SUSE 11-based systems

o Edit /etc/sysconfig/pbs mom.

« Red Hat 7-based or SUSE 12-based systems
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o Edit /etc/systemconfig/pbs mom.

MOM Manager Port

The MOM manager port tell MOMs which ports on which other MOMs are
listening for MOM-to-MOM communication. This example shows how to change
the default MOM manager port (15003) to port 30002.

Do the following:
1. On the server nodesfile.

. _ __ __— __ _ _ _ __-— _ _ _ _ ___________ _ ____ _ __ ___ ______ _

2. Onthe MOM, start pbs mom with the -Rr option.
« Red Hat 6-based or SUSE 11-based systems
o Edit /etc/sysconfig/pbs mom.

« Red Hat 7-based or SUSE 12-based systems
o Edit /etc/systemconfig/pbs mom.

Related Topics
Initializing /Configuring Torque on the Server (pbs_server)

pbs_server
pbs_mom

trqauthd
client commands
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Configuring trqauthd for Client Commands

trgauthd is a daemon used by Torque client utilities to authorize user
connections to pbs_server. Once started, it remains resident. Torque client
utilities then communicate with trgauthd on port 15005 on the loopback
interface. It is multi-threaded and can handle large volumes of simultaneous
requests.

Running trqauthd

trgauthd must be run as root. It must also be running on any host where
Torque client commands will execute.

By default, trqauthd is installed to /usr/local/bin.

trgauthd can be invoked directly from the command line or by the use of scripts
which are located in the Torque source tree.

« For Red Hat 6-based or SUSE 11-based systems, the init.d scripts are
located in the contrib/init.d directory

. For Red Hat 7-based or SUSE 12-based systems, the systemd scripts are
located in the contrib/systemd directory

There are two scripts for trqauthd:
“
suse.trqauthd Used only for SUSE-based systems

trqauthd An example for other package managers (Redhat, Scientific, CentOS, and Fedora are some com-
mon examples)

[0 You should edit these scripts to be sure they will work for your site. J

Inside each of the scripts are the variables PBS_DAEMON and PBS_HOME.
These two variables should be updated to match your Torque installation. PBS_
DAEMON needs to point to the location of trqauthd. PBS_HOME needs to match
your Torque installation.

Do the following:

1. Choose the script that matches your dist system and copy it to
/etc/init.d. If needed, rename it to trqauthd.

2. Restart the service.
« Red Hat 6-based or SUSE 11-based systems
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« Red Hat 7-based or SUSE 12-based systems

{ systemctl restart trgauthd.service )

Li B you receive an error that says "Could not open socket in trq_simple_
connect. error 97" and you use a CentOS, RedHat, or Scientific Linux 6+
operating system, check your /etc/hosts file for multiple entries of a
single host name pointing to the same IP address. Delete the duplicate(s),
save the file, and launch trqauthd again.

(. J

Related Topics

Initializing /Configuring Torque on the Server (pbs_server)

Finalizing Configurations

After configuring the serverdb and the server priv/nodes files, and after
ensuring minimal MOM configuration, restart the pbs server on the server node
and the pbs mom on the compute nodes.

o Compute Nodes:
o Red Hat 6-based or SUSE 11-based sysytems

e

o ————————————

« Server Node:
o Red Hat 6-based or SUSE 11-based sysytems

o — ————————————

e

After waiting several seconds, the pbsnodes -a command should list all nodes
in state free.

Related Topics

Initializing /Configuring Torque on the Server (pbs_server)
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Advanced Configuration

This section contains information about how you can customize the installation
and configure the server to ensure that the server and nodes are
communicating correctly. For details, see these topics:

o Customizing the Install

« Server Configuration

Related Topics

Server Parameters

Customizing the Install

The Torque configure command has several options available. Listed below are
some suggested options to use when running . /configure.

« By default, Torque does not install the admin manuals. To enable this, use
—-—-enable-docs.

« By default, only children MOM processes use syslog. To enable syslog for
all of Torque, use --enable-syslog.

Table 2-1: Optional Features

m

--disable-cli- Directs Torque not to build and install the Torque client utilities such as qsub, gstat, qde], etc.
ents

--disable- Do not include FEATURE (same as --enable-FEATURE=no).

FEATURE

--disable-lib- Avoid locking (might break parallel builds).

tool-lock

--disable-mom Do not include the MOM daemon.

--disable- Don't check free space on spool directory and set an error.

mom-check-

spool

--disable- Disable the MOM's use of mlockall. Some versions of OSs seem to have buggy POSIX MEMLOCK.
posixmemlock
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36

--disable-priv-
ports

--disable-
gsub-keep-
override

--disable-
server

--disable-
shell-pipe

--disable-
spool

--disable-
Xopen-net-
working

--enable-acct-x

--enable-array

--enable-
autorun

--enable-blcr

--enable-
cgroups

--enable-cpa

W

Disable the use of privileged ports for authentication. Some versions of OSX have a buggy bind

() and cannot bind to privileged ports.

Do not allow the gsub -k flag to override -o -e.

Do not include server and scheduler.

Give the job script file as standard input to the shell instead of passing its name via a pipe.

If disabled, Torque will create output and error files directly in $SHOME/.pbs_spool if it exists or
in $SHOME otherwise. By default, Torque will spool files in TORQUE_HOME /spool and copy them

to the users home directory when the job completes.

With HPUX and GCC, don't force usage of XOPEN and libxnet.

Enable adding x attributes to accounting log.

Setting this under IRIX enables the SGI Origin 2000 parallel support. Normally autodetected

from the /etc/config/array file.

Turn on the AUTORUN_JOBS flag. When enabled, Torque runs the jobs as soon as they are sub-

mitted (destroys Moab compatibly). This option is not supported.

Enable BLCR support.

Enable cgroups. When cgroups are enabled, cpusets are handled by the cgroup cpuset sub-

system.

[o If you are building with cgroups enabled, you must have boost version 1.41 or later. ]

Enable Cray's CPA support.
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--enable-cpu- Enable Linux 2.6 kernel cpusets.
set

o It is recommended that you use --enable-cgroups instead of --enable-cpuset.
--enable-cpuset is deprecated and no new features will be added to it. --enable-cgroups
and --enable-cpuset are mutually exclusive.

--enable-debug Prints debug information to the console for pbs_server and pbs_mom while they are running.
(This is different than --with-debug which will compile with debugging symbols.)

--enable- Do not reject slow dependency extractors.
dependency-

tracking

--enable-fast- Optimize for fast installation [default=yes].

install[=PKGS]

--enable- Include FEATURE [ARG=yes].

FEATURE

[=ARG]

--enable-file- Open files with sync on each write operation. This has a negative impact on Torque per-
sync formance. This is disabled by default.

--enable-force- Forces creation of nodefile regardless of job submission parameters. Not on by default.
nodefile

--enable-gcc- Enable gcc strictness and warnings. If using gcc, default is to error on any warning,.
warnings

--enable-geo- Torque is compiled to use procs_bitmap during job submission.

metry-

requests o When using --enable-geometry-requests, do not disable cpusets. Torque looks at the

cpuset when Killing jobs.

--enable-gui Include the GUI-clients.
--enable-main- This is for the autoconf utility and tells autoconf to enable so called rebuild rules. See main-
tainer-mode tainer mode for more information.
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--enable-
maxdefault

--enable-
nochildsignal

--enable-
nodemask

--enable-
pemask

--enable-
plock-dae-
mons[=ARG]

--enable-quick-
commit

--enable-
shared[=PKGS]

--enable-shell-
use-argv

--enable-sp2

--enable-srfs

--enable-static
[=PKGS]

W

Turn on the RESOURCEMAXDEFAULT flag.

- N
o Versions of Torque earlier than 2.4.5 attempted to apply queue and server defaults to a

job that didn't have defaults specified. If a setting still did not have a value after that,

Torque applied the queue and server maximum values to a job (meaning, the maximum

values for an applicable setting were applied to jobs that had no specified or default

value).

In Torque 2.4.5 and later, the queue and server maximum values are no longer used as

a value for missing settings. To re-enable this behavior in Torque 2.4.5 and later, use ——

enable-maxdefault.

Turn on the NO_SIGCHLD flag.

Enable nodemask-based scheduling on the Origin 2000.

Enable pemask-based scheduling on the Cray T3e.

Enable daemons to lock themselves into memory: logical-or of 1 for pbs_server, 2 for pbs_sched-
uler, 4 for pbs_mom (no argument means 7 for all three).

Turn on the QUICKCOMMIT flag. When enabled, adds a check to make sure the job is in an
expected state and does some bookkeeping for array jobs. This option is not supported.

Build shared libraries [default=yes].

Enable this to put the job script name on the command line that invokes the shell. Not on by
default. Ignores --enable-shell-pipe setting.

Build PBS for an IBM SP2.

Enable support for SRFS on Cray.

Build static libraries [default=yes].
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--enable-sys- Enable (default) the use of syslog for error reporting.

log

--enable-tcl- Setting this builds gstat with Tcl interpreter features. This is enabled if Tcl is enabled.
gstat

--enable-unix- Enable the use of Unix Domain sockets for authentication.

sockets

Table 2-2: Optional Packages

m

--with-blcr=DIR BLCR installation prefix (Available in versions 2.5.6 and 3.0.2 and later).
--with-blcr-include=DIR Include path for libcr.h (Available in versions 2.5.6 and 3.0.2 and later).
--with-blcr-lib=DIR Lib path for libcr (Available in versions 2.5.6 and 3.0.2 and later).
--with-blcr-bin=DIR Bin path for BLCR utilities (Available in versions 2.5.6 and 3.0.2 and later).

Advanced Configuration |
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--with-boost-path=DIR

o Boost version 1.36.0 or later is supported. Red Hat 6-based systems come
packaged with 1.41.0 and Red Hat 7-based systems come packaged with
1.53.0.

Set the path to the Boost header files to be used during make. This option does not
require Boost to be built or installed.

The --with-boost-path value must be a directory containing a sub-directory called
boost that contains the boost .hpp files.

For example, if downloading the boost 1.55.0 source tarball to the adaptive user's
home directory:

: [adaptive]$ cd ~

| [adaptive]$ wget

I http://sourceforge.net/projects/boost/files/boost/1.55.0/boost 1 55
: 0.tar.gz/download

| [adaptive]$ tar xzf boost 1 55 0.tar.gz

| [adaptive]$ 1s boost_1 55 0

1 b

I'b

|

|

In this case use --with-boost-path=/home/adaptive/boost_ 1_55_0 during
configure.

Another example would be to use an installed version of Boost. If the installed
Boost header files exist in /usr/include/boost/*hpp, use --with-boost-
path=/usr/include.

--with-cpa-include=DIR Include path for cpalib.h.

--with-cpa-lib=DIR Lib path for libcpalib.

--with-debug=no Do not compile with debugging symbols.

--with-default-server- Set the name of the computer that clients will access when no machine name is
r=HOSTNAME specified as part of the queue name. It defaults to the hostname of the machine on

which PBS is being compiled.

--with-environ=PATH Set the path containing the environment variables for the daemons. For SP2 and
AIX systems, suggested setting is to /etc/environment. Defaults to the file "pbs_
environment" in the server-home. Relative paths are interpreted within the con-
text of the server-home.

--with-gnu-ld Assume the C compiler uses GNU Id [default=no].
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--with-mail- Override the default domain for outgoing mail messages, i.e. "user@maildomain”.

domain=MAILDOMAIN The default maildomain is the hostname where the job was submitted from.

--with-modulefiles[=DIR] Use module files in specified directory [/etc/modulefiles].

--with-momlogdir Use this directory for MOM logs.

--with-momlogsuffix Use this suffix for MOM logs.

--without-PACKAGE Do not use PACKAGE (same as --with-PACKAGE=no).

--without-readline Do not include readline support (default: included if found).

--with-PACKAGE[=ARG] Use PACKAGE [ARG=yes].

--with-pam=DIR Directory that holds the system PAM modules. Defaults to /lib(64)/security on
Linux.

--with-pic Try to use only PIC/non-PIC objects [default=use both].

--with-qstatrc-file=FILE Set the name of the file that gstat will use if there is no ".qstatrc" file in the dir-

ectory where it is being invoked. Relative path names will be evaluated relative to
the server home directory (see above). If this option is not specified, the default
name for this file will be set to "gstatrc" (no dot) in the server home directory.

--with-rcp One of "scp”, "rcp”, "mom_rcp", or the full path of a remote file copy program. scp
is the default if found, otherwise mom_rcp is used. Some rcp programs don't
always exit with valid error codes in case of failure. mom_rcp is a copy of BSD rcp
included with this source that has correct error codes, but it is also old, unmain-
tained, and doesn't have large file support.

--with-sched=TYPE Sets the scheduler type. If TYPE is "c", the scheduler will be written in C. If TYPE is
"tcl" the server will use a Tcl based scheduler. If TYPE is "basl", Torque will use
the rule based scheduler. If TYPE is "no", then no scheduling is done. "c" is the
default.
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--with-sched-code=PATH Sets the name of the scheduler to use. This only applies to BASL schedulers and
those written in the C language. For C schedulers this should be a directory name
and for BASL schedulers a filename ending in ".basl". It will be interpreted relative
to srctree/src/schedulers.SCHD_TYPE/samples. As an example, an appropriate
BASL scheduler relative path would be "nas.basl". The default scheduler code for
"C" schedulers is "fifo".

--with-scp In Torque 2.1 and later, SCP is the default remote copy protocol. See --with-rcp if
a different protocol is desired.

--with-sendmail [=FILE] Sendmail executable to use.

--with-server-home=DIR Set the server home/spool directory for PBS use. Defaults to /var/spool/torque.
--with-server-name-file- Set the file that will contain the name of the default server for clients to use. If this
e=FILE is not an absolute pathname, it will be evaluated relative to the server home dir-

ectory that either defaults to /usr/spool/PBS or is set using the --with-server-
home option to configure. If this option is not specified, the default name for this
file will be set to "server_name".

--with-tcl Directory containing tcl configuration (tclConfig.sh).
--with-tclatrsep=CHAR Set the Tcl attribute separator character this will default to "." if unspecified.
--with-tclinclude Directory containing the public Tcl header files.

--with-tclx Directory containing tclx configuration (tclxConfig.sh).

--with-tk Directory containing tk configuration (tkConfig.sh).

--with-tkinclude Directory containing the public Tk header files.

--with-tkx Directory containing tkx configuration (tkxConfig.sh).

--with-xauth=PATH Specify path to xauth program.

HAVE_WORDEXP

Wordxp () performs a shell-like expansion, including environment variables. By
default, HAVE WORDEXP issetto 1in src/pbs config.h. If setto 1, will limit
the characters that can be used in a job name to those allowed for a file in the
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current environment, such as BASH. If set to 0, any valid character for the file
system can be used.

If a user would like to disable this feature by setting HAVE WORDEXP to 0 in
src/include/pbs config.h, itisimportantto note thatthe error and the
output file names will not expand environment variables, including $PBS
JOBID. The other important consideration is that characters that BASH dislikes,
such as (), will not be allowed in the output and error file names for jobs by
default.

Related Topics

Advanced Configuration

Server Configuration

Server Configuration

This topic contains information and instructions to configure your server.

In this topic:
« Server Configuration Overview

« Name Service Configuration

o Configuring Job Submission Hosts

« Configuring Torque on a Multi-Homed Server

« Architecture Specific Notes

« Specifying Non-Root Administrators

e Setting Up Email
o Using MUNGE Authentication
Also see Setting Up the MOM Hierarchy (Optional)

Server Configuration Overview

There are several steps to ensure that the server and the nodes are completely
aware of each other and able to communicate directly. Some of this
configuration takes place within Torque directly using the gmgr command.
Other configuration settings are managed using the pbs server nodes file, DNS
filessuchas /etc/hosts andthe /etc/hosts.equiv file.

Name Service Configuration

Each node, as well as the server, must be able to resolve the name of every
node with which it will interact. This can be accomplished using /etc/hosts,
DNS, NIS, or other mechanisms. In the case of /etc/hosts, the file can be
shared across systems in most cases.
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A simple method of checking proper name service configuration is to verify that
the server and the nodes can "ping" each other.

Configuring Job Submission Hosts

Using RCmd authentication

When jobs can be submitted from several different hosts, these hosts should
be trusted via the R* commands (such as rsh and rcp). This can be enabled by
adding the hosts to the /etc/hosts.equiv file of the machine executing the pbs
server daemon or using other R* command authorization methods. The exact
specification can vary from OS to OS (see the man page for ruserok to find out
how your OS validates remote users). In most cases, configuring this file is as
simple as adding a line to your /etc/hosts.equiv file, asin the following:

/etc/hosts.equiv:

| #[+ | -] [hostname] [username] :
I
I

: mynode .myorganization.com

Either of the hostname or username fields may be replaced with a wildcard
symbol (+). The (+) may be used as a stand-alone wildcard but not connected
to a username or hostname, e.g., +node01 or +user01. However, a (-) may be
used in that manner to specifically exclude a user.

A\ Following the Linux man page instructions for hosts.equiv may result in a
failure. You cannot precede the user or hostname with a (+). To clarify,
nodel +userl will not work and userl will not be able to submit jobs.

For example, the following lines will not work or will not have the desired effect:

' +node02 userl |
node02 +userl J

o ————————————

I
: + jsmith
| node04 -tjones )

The most restrictive rules must precede more permissive rules. For example,
to restrict user tsmith but allow all others, follow this format:

' node01 -tsmith I
node01 + I

O )

Please note that when a hostname is specified, it must be the fully qualified
domain name (FQDN) of the host. Job submission can be further secured using
the server or queue acl_hosts and acl_host_enabled parameters (for
details, see Queue Attributes).
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Using the "submit_hosts" service parameter

Trusted submit host access may be directly specified without using RCmd
authentication by setting the server submit_hosts parameter via gmgr as in
the following example:

g

> gmgr -c 'set server submit hosts = hostl' l
gmgr -c 'set server submit hosts += host2' I
gmgr -c 'set server submit hosts += host3' J

O use of submit_hosts is potentially subject to DNS spoofing and should not
be used outside of controlled and trusted environments.

Allowing job submission from compute hosts

If preferred, all compute nodes can be enabled as job submit hosts without
setting .rhosts Or hosts.equiv by setting the allow_node_submit parameter
to true.

Configuring Torque on a Multi-Homed Server

If the pbs server daemon is to be run on a multi-homed host (a host possessing
multiple network interfaces), the interface to be used can be explicitly set using
the SERVERHOST parameter.

Architecture Specific Notes

With some versions of Mac OS/X, itis required to add the line Srestricted
*  <DOMAIN> to the pbs mom configuration file. This is required to work around
some socket bind bugs in the OS.

Specifying Non-Root Administrators

By default, only root is allowed to start, configure and manage the pbs server
daemon. Additional trusted users can be authorized using the parameters
managers and operators. To configure these parameters use the gmgr
command, as in the following example:

g

| > gmgr 'l
: Omgr: set server managers += josh@*.fsc.com I
| Omgr: set server operators += josh@*.fsc.com J‘

All manager and operator specifications mustinclude a user name and either a
fully qualified domain name or a host expression.

© 10 enable all users to be trusted as both operators and administrators,
place the + (plus) character on its own line in the server priv/acl
svr/operators and server priv/acl svr/managers files.
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Setting Up Email

Moab relies on emails from Torque about job events. To set up email, do the
following:

To set up email

1. Usethe --with-sendmail configure option at configure time. Torque
needs to know where the email application is. If this option is not used,
Torque tries to find the sendmail executable. If itisn't found, Torque cannot
send emails.

,' > ./configure --with-sendmail=<path to executable> !

. _ _____ _ __ ____ __________ __ __ _ - __— ___

2. Setmail domain inyour server settings. If your domain is
clusterresources.com, execute:

. __ _____ __ ___ ______-— __ _ _ ______ ______ _____ _ _ _ __ _____ __

3. (Optional) You can override the default mail_body_fmtand mail_subject
fmt values via gmgr:

. _ __ __ __ ____ _ _ __ __ ______ ____ __ — ____ ___ _ -

By default, users receive e-mails on job aborts. Each user can select which kind
of e-mails to receive by using the gsub -m option when submitting the job. If
you want to dictate when each user should receive e-mails, use a submit filter
(for details, see Job Submission Filter ("gsub Wrapper")).

Using MUNGE Authentication

© The same version on MUNGE must be installed on all of your Torque Hosts
(Server, Client, MOM).

MUNGE is an authentication service that creates and validates user credentials.
It was developed by Lawrence Livermore National Laboratory (LLNL) to be
highly scalable so it can be used in large environments such as HPC clusters. To
learn more about MUNGE and how to install it, see
http://code.google.com/p/munge/.

Configuring Torque to use MUNGE is a compile time operation. When you are
building Torque, use --enable-munge-auth asa command line option with
./configure.

e

You can use only one authorization method at a time. If
--enable-munge-auth is configured, the privileged port ruserok method is
disabled.
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Torque does not link any part of the MUNGE library into its executables. It calls
the MUNGE and UNMUNGE utilities which are part of the MUNGE daemon. The
MUNGE daemon must be running on the server and all submission hosts. The
Torque client utilities call MUNGE and then deliver the encrypted credential to
pbs server where the credential is then unmunged and the server verifies the
user and host against the authorized users configured in serverdb.

Authorized users are added to serverdb using gmgr and the authorized_users
parameter. The syntax for authorized_usersis authorized
users=<user>@<host>. To add an authorized user to the server you can use
the following gmgr command:

I' > gmgr -c 'set server authorized users=userl@hosta |
|\> gmgr -c 'set server authorized users+=user2@hosta

The previous example adds userl and user2 from hosta to the list of authorized
users on the server. Users can be removed from the list of authorized users by
using the == syntax as follows:

o ————————————

Users must be added with the <user>@ <host> syntax. The user and the host
portion can use the "*' wildcard to allow multiple names to be accepted with a
single entry. A range of user or host names can be specified using a [a-b]
syntax where a is the beginning of the range and b is the end.

o ——————————————

This allows userl through user10 on hosta to run client commands on the
server.

Related Topics

Setting Up the MOM Hierarchy (Optional)
Advanced Configuration

Setting Up the MOM Hierarchy (Optional)

O vom hierarchy is designed for large systems to configure how information }

is passed directly to the pbs server.

The MOM hierarchy allows you to override the compute nodes' default behavior
of reporting status updates directly to the pbs server. Instead, you configure
compute nodes so that each node sends its status update information to
another compute node. The compute nodes pass the information up a tree or
hierarchy until eventually the information reaches a node that will pass the
information directly to pbs server. This can significantly reduce network traffic
and ease the load on the pbs server in a large system.
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(i ] Adaptive Computing recommends approximately 25 nodes per path.
Numbers larger than this may reduce the system performance.

MOM Hierarchy Example

The following example illustrates how information is passed to the pbs server
without and with mom_hierarchy.

Without mom_hierarchy

pbs_server

node goes down.

© The dotted lines indicates an alternate path if the hierarchy-designated }

The following is the mom_hierachy_file for the with mom_hierarchy example:
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. ————————————

| <path>

: <level>hostA, hostB</level>

| <level>hostB,hostC,hostD</level>
| </path>

| <path>

: <level>hostE, hostF</level>

: <level>hostE, hostF, hostG</level>
| </path>

Setting Up the MOM Hierarchy

The name of the file that contains the configuration information is named mom

hierarchy. By default, itis located inthe /var/spool/torque/server priv

directory. The file uses syntax similar to XML.:

: <path>

: <level>comma-separated node list</level>
: <level>comma-separated node list</level>
I

I

I

I

</path>

The <path></path> tag pair identifies a group of compute nodes. The
<level></level> tag pair contains a comma-separated list of compute node
names listed by their hostnames. Multiple paths can be defined with multiple
levels within each path.

Within a <path></path> tag pair the levels define the hierarchy. All nodes in the

top level communicate directly with the server. All nodes in lower levels

communicate to the first available node in the level directly above it. If the first

node in the upper level goes down, the nodes in the subordinate level will then

communicate to the next node in the upper level. If no nodes are available in
an upper level then the node will communicate directly to the server.

If an upper level node has gone down and then becomes available, the lower

level nodes will eventually find that the node is available and start sending their

updates to that node.

i B3 you want to specify MOMs on a different port than the default, you must
list the node in the form: hostname:mom manager port.

For example:

<path>
<level>hostname:mom manager port,... </level>

</path>

N

Putting the MOM Hierarchy on the MOMs

You can put the MOM hierarchy file directly on the MOMs. The default location is

/var/spool/torque/mom priv/mom hierarchy. Thisway, the pbs server
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doesn't have to send the hierarchy to all the MOMs during each pbs server
startup. The hierarchy file still has to exist on the pbs_server and if the file
versions conflict, the pbs server version overwrites the local MOM file. When
using a global file system accessible from both the MOMs and the pbs server, itis
recommended that the hierarchy file be symbolically linked to the MOMs.

Once the hierarchy file exists on the MOMs, start pbs server with the -n option
which tells pbs server to not send the h|erarchy file on startup. Instead, pbs
server waits until a MOM requests it.

Opening Ports in a Firewall

If your site is running firewall software on its hosts, you will need to configure
the firewall to allow connections to the products in your installation.

This topic provides an example and general instructions for how to open ports
in your firewall. The actual port numbers for the various products will be
provided in the installation instructions for that product.

In this topic:
« Red Hat 6-Based Systems on page 50
« Red Hat 7-Based Systems on page 51
« SUSE 11-Based Systems on page 51
« SUSE 12-Based Systems on page 51

Red Hat 6-Based Systems

Red Hat 6-based systems use iptables as the default firewall software. For the
ip6tables service, replace all occurrences of iptables with ip6tables in the
example. If you use different firewall software, refer to your firewall
documentation for opening ports in your firewall.

The following is an example of adding port 1234 when using iptables.

S

I

I

I

I

I

l

: # Add the following lines immediately *before* the line matching
| # "-A INPUT -3j REJECT --reject-with icmp-host-prohibited"
I
I
I
I
I
I
I
I

-A INPUT -p tcp —--dport 1234 -j ACCEPT

[root]# iptables-restore < /tmp/iptables.mod
[root]# service iptables save
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Red Hat 7-Based Systems

Red Hat 7-based systems use firewalld as the default firewall software. If you
use different firewall software, refer to your firewall documentation for
opening ports in your firewall.

The following is an example of adding port 1234 when using firewalld.

(T T T T T T T TTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTT T T T T T T T T T T N\
I [root]# firewall-cmd --add-port=1234/tcp --permanent [

| [root]# firewall-cmd --reload |
S

SUSE 11-Based Systems

SUSE 11-based systems use SuSEfirewall2 as the default firewall software. If
you use different firewall software, refer to your firewall documentation for
opening ports in your firewall.

The following is an example of adding port 1234 when using SuSEfirewall2.

5|
IE
n
5
<
=
Q
=
lU]
=
X
l'—]
=
Q
v}
I
=
N
w
[1aN

SUSE 12-Based Systems

SUSE 12-based systems use SuSEfirewall2 as the default firewall software. If
you use different firewall software, refer to your firewall documentation for
opening ports in your firewall.

The following is an example of adding port 1234 when using SuSEfirewall2.

Manual Setup of Initial Server Configuration

On a new installation of Torque, the server database must be initialized using
the command pbs server -t create. Thiscommand creates a file in
STORQUE HOME/server priv named serverdb which contains the server
configuration information.

The following output from gmgr shows the base configuration created by the
command pbs server -t create:
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Set server attributes.

set server log events = 511
set server mail from = adm
set server node check rate = 150
set server tcp timeout = 6

I

I

I

I

|

|

| set server acl hosts = kmn
| s
I

I

I

|

|

This is a bare minimum configuration and it is not very useful. By using gmgr,
the server configuration can be modified to set up Torque to do useful work.
The following gmgr commands will create a queue and enable the server to
accept and run jobs. These commands must be executed by root.

| pbs_server -t create

| gngr -c "set server scheduling=true"

: gqmgr -c "create queue batch queue type=execution"

| gmgr -c "set queue batch started=true"

: amgr -c "set queue batch enabled=true"

| gngr —-c "set queue batch resources default.nodes=1"

: gmgr -c "set queue batch resources default.walltime=3600"
| gmgr -c "set server default queue=batch"

O when Torque reports a new queue to Moab a class of the same name is
automatically applied to all nodes.

In this example, the configuration database is initialized and the scheduling
interface is activated using ('scheduling=true'). This option allows the
scheduler to receive job and node events which allow it to be more responsive
(See scheduling for more information). The next command creates a queue
and specifies the queue type. Within PBS, the queue must be declared an
'execution queue in order for it to run jobs. Additional configuration (i.e.,
setting the queue to started and enabled) allows the queue to accept job
submissions, and launch queued jobs.

The next two lines are optional, setting default node and walltime attributes
for a submitted job. These defaults will be picked up by a job if values are not
explicitly set by the submitting user. The final line, default queue=batch, is
also a convenience line and indicates that a job should be placed in the batch
gueue unless explicitly assigned to another queue.

Additional information on configuration can be found in the admin manual and
in the gmgr main page.

Related Topics

Torque Installation Overview

| Manual Setup of Initial Server Configuration
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Server Node File Configuration

This section contains information about configuring server node files. It
explains how to specify node virtual processor counts and GPU counts, as well
as how to specify node features or properties. See these topics for details:

« Basic Node Specification

« Specifying Virtual Processor Count for a Node

« Specifying GPU Count for a Node

o Specifying Node Features (Node Properties)

Related Topics

Torque Installation Overview

Server Parameters

Node Features/Node Properties

Basic Node Specification

For the pbs server to communicate with each of the MOMs, it needs to know
which machines to contact. Each node that is to be a part of the batch system
must be specified on a line in the server nodes file. This file is located at
TORQUE HOME/server priv/nodes.In mostcases, itis sufficient to specify
just the node name on a line as in the following example:

server priv/nodes:

node001 \I
node002 :
node003 I
node004 J|

© The server nodes file also displays the parameters applied to the node.
See Adding nodes for more information on the parameters.

Related Topics

Server Node File Configuration

Specifying Virtual Processor Count for a Node

By default each node has one virtual processor. Increase the number using the
np attribute in the nodes file. The value of np can be equal to the number of
physical cores on the node or it can be set to a value which represents available
"execution slots" for the node. The value used is determined by the
administrator based on hardware, system, and site criteria.
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The following example shows how to set the np value in the nodes file. In this
example, we are assuming that node001 and node002 have four physical
cores. The administrator wants the value of np for node001 to reflect that it has
four cores. However, node002 will be set up to handle multiple virtual
processors without regard to the number of physical cores on the system.

server priv/nodes:

l' node001 np=4

I

I

| node002 np=12 !
[

Related Topics

Server Node File Configuration

Specifying GPU Count for a Node

Administrators can manually set the number of GPUs on a node or if they are
using NVIDIA GPUs and drivers, they can have them detected automatically.
For more information about how to set up Torque with GPUS, see Accelerators
in the Moab Workload Manager Administrator Guide.

To manually set the number of GPUs on a node, use the gpus attribute in the
nodes file. The value of GPUs is determined by the administrator based on
hardware, system, and site criteria.

The following example shows how to set the GPU value in the nodesfile. In the
example, we assume node01 and node002 each have two physical GPUs. The
administrator wants the value of node001 to reflect the physical GPUs available
on that system and adds gpus=2 to the nodes file entry for node001. However,
node002 will be set up to handle multiple virtual GPUs without regard to the
number of physical GPUs on the system.

server priv/nodes:
l' node001 gpus=1

I

I

| node002 gpus=4 !
[

Related Topics

Server Node File Configuration

Specifying Node Features (Node Properties)

Node features can be specified by placing one or more white space-delimited
strings on the line for the associated host as in the following example:

server priv/nodes:
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: node001 np=2 fast ia64
: node002 np=4 bigmem fast ia64 smp
| coo

These features can be used by users to request specific nodes when submitting
jobs. For example:

o ————————————

This job submission will look for a node with the bigmem feature (node002)
and a node with the fast feature (either node001 or node002).

Related Topics

Server Node File Configuration

Testing Server Configuration

If you have initialized Torque using the torque.setup script or started Torque
using pbs_server -t create and pbs_server is still running, terminate the server
by calling gterm. Next, start pbs_server again withoutthe -t create
arguments. Follow the script below to verify your server configuration. The
output for the examples below is based on the nodes file example in Specifying
node features and Server configuration.
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# verify all queues are properly configured
> gstat -g

server:kmn

Node

Walltime

CPU Time

Queue

Memory

# view additional server configuration

> gngr -c¢ 'p s'

#

# Create queues and set their attributes

Create and define queue batch

= =

create queue batch

set queue batch queue type = Execution

set queue batch resources default.nodes = 1
set queue batch resources default.walltime =
set queue batch enabled = True

set queue batch started = True

#

# Set server attributes.

#
set
set
set
set
set
set
set
set
set
set
set
set
set
set

server scheduling = True
server acl hosts = kmn
server managers = userl@kmn
server operators = userl@kmn
server default queue = batch
server log events = 511
server mail from = adm
server node check rate =
server tcp timeout = 300
server job stat rate = 45
server poll jobs = True
server mom job sync = True
server keep completed = 300
server next job number = 0

150

# verify all nodes are correctly reporting
> pbsnodes -a
node001
state=free
np=2
properties=bigmem, fast,ia64, smp
ntype=cluster

status=rectime=1328810402,varattr=, jobs=, state=free,netload=6814326158,gres=, loadave

=0.21,ncpus=6, physmem=8193724kb,

availlmem=13922548kb, totmem=16581304kb, idletime=3, nusers=3,nsessions=18, sessions=1876
1120 1912 1926 1937 1951 2019 2057 28399 2126 2140 2323 5419 17948 19356 27726 22254
29569, uname=Linux kmn 2.6.38-1l-generic #48-Ubuntu SMP Fri Jul 29 19:02:55 UTC 2011

x86 64, opsys=linux
mom service port =
mom manager port =
gpus = 0

submit a basic job
su - testuser

> echo "sleep 30" |

15002
15003

- DO NOT RUN AS ROOT

Vo

gsub

# verify jobs display
> gstat

User

Run Que Im
0 0 ==
0 0
01:00:00

State
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At this point, the job should be in the Q state and will not run because a
scheduler is not running yet. Torque can use its native scheduler by running
pbs sched or an advanced scheduler (such as Moab Workload Manager). See
Integrating schedulers for details on setting up an advanced scheduler.

Related Topics

Torque Installation Overview

Configuring Torque for NUMA Systems

Torque supports these two types of Non-Uniform Memory Architecture (NUMA)
systems:

« NUMA-Aware - For Torque 6.0 and later, supports multi-req jobs and jobs
that span hosts. Requires the --enable-cgroups configuration
command to support cgroups. See Torqgue NUMA-Aware Configuration on
page 57 for instructions and additional information.

« NUMA-Support - For Torque version 3.0 and later; only for large-scale
SLES systems (SGI Altix and UV hardware). Requires the
--enable-numa-support configuration command. See Torqgue NUMA-
Support Configuration on page 60 for instructions and additional
information.

[A Torque cannot be configured for both systems at the same. ]

Related Topics

e Torque NUMA-Aware Configuration on page 57

e Torque NUMA-Support Configuration on page 60

Torque NUMA-Aware Configuration

This topic provides instructions for enabling NUMA-aware, including cgroups,
and requires Torque 6.0 or later. For instructions on NUMA-support
configurations, see Torque NUMA-Support Configuration on page 60. This
topic assumes you have a basic understanding of cgroups. See RedHat
Resource Management Guide (https://access.redhat.com/documentation/en-
US/Red_Hat_Enterprise_Linux/6/html/Resource_Management_
Guide/ch01.html) or cgroups on kernel.org
(https://www.kernel.org/doc/Documentation/cgroup-vl/cgroups.txt) for basic
information on cgroups.
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Torque uses cgroups to better manage cpu and memory accounting, memory
enforcement, cpuset management, and binding jobs to devices such as MICs
and GPUs.

O Bc aware of the following:

« If you are building with cgroups enabled, you must have boost version
1.41 or later.

« The pbs_mom daemon is the binary that interacts cgroups, but both the
server and the MOM must be built with --enable-cgroups to understand
all of the new structures.

« Beginning with Torque 6.0.2, Cray-enabled Torque may be configured
with cgroups. On the login node, each job will have all of the cpus and all
of the memory controllers in it's cgroup.

(. J

Prerequisites
1. Install the prerequisites found in Installing Torque Resource Manager.

2. hwlocversion 1.9.1 or later is required. Version 1.11.0 is needed if installing
with NVIDIA K80 or newer GPU hardware

o download hwloc-1.9.1.tar.gz from: https://www.open-
mpi.org/software/hwloc/v1.9

. perform the following command line actions:

I' $ tar -xzvf hwloc-1.9.1l.tar.gz |
| $ cd hwloc-1.9.1.tar.gz {
| $ sudo ./configure I

« You do not need to overwrite the default installation of hwloc. By default
hwloc will install to the /usr/local directory. You can also configure hwloc
with the --prefix option to have it install to a location of your choosing. If
you do notinstall hwloc to /usr directory you can tell Torque where to find
the version you want it to use at configure time using the --with-hwloc-
path option. For example:

——— e — — — ———————————

« Run make
« sudo make install

Installation Instructions
Do the following:
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1. Install the libcgroup package.

© Red Hat-based Systems must use libcgroup version 0.40.rc1-16.el6 or

later; SUSE-based systems need to use a comparative libcgroup
version.

Red Hat 6-based systems

.
« Red Hat 7-based systems

{ zypper install libcgroupl )
o SUSE 12-based systems
{ zypper install libcgrowp-tools

—_——

L

3. For a Red Hat 6-based system or a SUSE 11-based system, on each Torque
MOM Host, confirm that cgroups have been mounted; if not, mount them.

a.

Run Issubsys -am.

b. Ifthe command is not found, or you do not see something similar to the
following, then cgroups are not mounted, continue with these

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
\

C.

instructions.

ns
perf event

net prio

cpuset /cgroup/cpuset
cpu /cgroup/cpu

cpuacct /cgroup/cpuacct
memory /cgroup/memory
devices /cgroup/devices
freezer /cgroup/freezer
net cls /cgroup/net cls
blkio /cgroup/blkio

________________________________________________________________________ J

For Red Hat 6-based systems, install the cgroup library package and

mount cgroups.

[ [rootl# yum install libegrowp 7 1

{ [root]# service cgconfig start )
Configuring Torque for NUMA Systems |
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d. For SUSE 11-based systems, do the following:
i. Install the cgroup library package.

ii. Edit/etc/cgconfig.conf and add the following:

I

i devices = /mnt/cgroups/devices;
: cpuset = /mnt/cgroups/cpuset;

: cpu = /mnt/cgroups/cpu;

| cpuacct = /mnt/cgroups/cpuacct;
: memory = /mnt/cgroups/memory;

I

iii. Mount cgroups.

e. Runlssubsys-am again and confirm cgroups are mounted.

Multiple cgroup Directory Configuration

If your system has more than one cgroup directory configured, you must
create the trg-cgroup-paths file in the $TORQUE_HOME directory. This file
has a list of the cgroup subsystems and the mount points for each subsystem in
the syntax of <subsystem> <mount point>.

All five subsystems used by pbs_mom must be in the trg-cgroup-paths file.
In the example that follows, a directory exists at /cgroup with subdirectories for
each subsystem. Torque uses this file first to configure where it will look for
cgroups.

[ cpuset /cgroup/cpuset
{ cpuacct /cgroup/cpuacct

| cpu /cgroup/cpu

: memory /cgroup/memory

| devices /cgroup/devices J

Torque NUMA-Support Configuration

O his topic provides instructions for enabling NUMA-support on large-scale
SLES systems using SGI Altix and UV hardware and requires Torque 3.0 or
later. For instructions on enabling NUMA-aware, see Torque NUMA-Aware
Configuration on page 57.

Do the following in order:
« Configure Torque for NUMA-Support

e Create the mom.layout File
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« Configure the server priv/nodes File
« Limit Memory Resources (Optional)

Configure Torque for NUMA-Support

To turn on NUMA-support for Torque the --enable-numa-support option
must be used during the configure portion of the installation. In addition to any
other configuration options, add the --enable-numa-support option as
indicated in the following example:

g

[0 Don't use MOM hierarchy with NUMA. ]

When Torque is enabled to run with NUMA support, there is only a single
instance of pbs mom (MOM) thatis run on the system. However, Torque will
report that there are multiple nodes running in the cluster. While pbs mom and
pbs server both know there is only one instance of pbs mom, they manage the
cluster as if there were multiple separate MOM nodes.

The mom. layout file is a virtual mapping between the system hardware
configuration and how the administrator wants Torque to view the system.
Each line inmom. layout equates to a node in the cluster and is referred to as a
NUMA node.

Create the mom.layout File
This section provides instructions to create the mom.layout file.
Do one of the following:
o Automatically Create mom.layout (Recommended) on page 61

« Manually Create mom.layout on page 62

Automatically Create mom.layout (Recommended)

A perl script named mom gencfgis provided in the contrib/ directory that
generates the mom. layout file for you. The script can be customized by setting
a few variablesin it.

To automatically create the mom. 1ayout file, do the following:

1. Verify hwloc library and corresponding hwloc-devel package are installed.
See Installing Torqgue Resource Manager for more information.

2. Install sys: :Hwloc from CPAN.
3. Verify $PBS HOME is set to the proper value.
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4. Update the variables in the 'Config Definitions' section of the script.
Especially update firstNodeId and nodesPerBoard if desired. The
firstNodeId variable should be set above 0 if you have a root cpuset that
you wish to exclude and the nodesPerBoard variable is the number of NUMA
nodes per board. Each node isdefined in /sys/devices/system/node, ina
subdirectory node<node index>.

5. Back up your currentfile in case a variable is set incorrectly or neglected.

e e T e e e e e e e e e e

: $ ./mom _gencfg |

Manually Create mom.layout

To properly set up the mom. layout file, itisimportant to know how the
hardware is configure